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Introduction

Audience

Veeam Backup & Replication administrators and Nimble Storage administrators are encouraged to read
this document. The recommendations and usage scenarios presented set out to create an understanding
of how to take advantage of Nimble Storage capabilities when deployed as part of a Veeam Backup &
Replication solution.

Assumptions

e General knowledge of and familiarity with the Nimble Storage user interface and basic setup tasks

e Experience with and knowledge of Veeam Backup & Replication

Limitations and Other Considerations

Descriptions and examples provided in this document are constrained to Nimble Storage software
versions 2.1.2 and higher with iISCSI network connectivity. Veeam Backup & Replication descriptions and
examples are based on version 8.

Overview

The deployment of Nimble Storage in conjunction with Veeam Backup & Replication falls into two general
categories; 1) Taking advantage of Veeam Backup & Replication to protect data stored on a Nimble
Storage array, and 2) Taking advantage of Nimble Storage when used within Veeam Backup &
Replication as backup infrastructure components.

Nimble Storage is widely deployed as storage for VMware in the form of datastores. Leveraging Veeam
Backup & Replication as the vehicle to orchestrate protection and recovery of these datastores includes
the ability to use different virtual disk transport methods. Configuring LAN, SAN, and HotAdd transport
modes with Nimble Storage is detailed to assist in meeting data protection requirements.

Veeam Backup & Replication is widely deployed and includes backup infrastructure components that
enable both basic and advanced functionality. Nimble Storage can be used as a backup repository, the
location used to store backup files. Nimble Storage can also be used as vPower NFS root folder storage,
playing a high performance role in Veeam SureBackup, and Instant VM Recovery. Additionally, Nimble
Storage is the logical choice for use as a Veeam virtual lab datastore, where redo logs are temporarily
stored while virtual machines run from read-only backup files.

Subsequent sections of this paper take a deeper look into these use case categories.

VEEAM BACKUP & REPLICATION WITH NIMBLE STORAGE



Protecting VMware Datastores on Nimble Storage

By definition a VMware datastore is a storage location for virtual machine files. When the datastore
resides on a Nimble Storage array, it consists of a Nimble volume presented to one or more ESXi hosts
and has been formatted as a VMFS (Virtual Machine File System) volume. Veeam Backup & Replication
can be configured to protect the datastore via three supported virtual disk transport methods: LAN, SAN,

and HotAdd.

RT—r—— |

—=f=  Server

Choose server for new backup proxy. You can only select between Microsoft Windows servers added to the managed servers
which are not proxdes already.

Choose gerver:
This server

Proxy description:
Summary Created by Veeam Backup & Replication

Traffic Rules

Transport mode:

Connected datastores:
[Automatic detection (recommended) || choose... |

Max concument tasks:

2 @

| Ned> || Fnsh || Cancel

Figure 1: Automatic Transport Selection

By default Veeam Backup & Replication will use automatic backup proxy transport selection, where the
backup proxy and connected VMFS datastore are analyzed to determine the most efficient transport
mode that can be used. The default mode can be altered by editing the properties of the backup proxy.

VEEAM BACKUP & REPLICATION WITH NIMBLE STORAGE



Transport Mode -
Backup proxy transport mode:
® Automatic selection
Data retrieval mode is selected automatically by analyzing backup proxy

configuration and connected VMFS datastores. Transport modes allowing for
direct storage will be used whenever possible.

) Direct SAN access

Data is retrieved directly from shared storage without impacting production
hosts. Backup proxy server must be connected into SAN fabric via hardware
or software HBA. and have VMFS volumes mounted.

) Virtual Appliance
Data is retrieved directly from storage through hypervisor 1/O stack by hot

adding backed up virtual disks to a backup proxy VM. Datastores containing
protected VMs must be available to a host nunning backup proxy VM.

) Network
Data is retrieved from storage through hypervisor network stack using NBD
protocol over host management interface. This mode has no special setup
requirements. Recommended for 10 Gb or faster Ethemet only.

r.Options

[W] Failover to network mode i primary mode fails, or is unavailable

["] Enable host to proxy traffic encryption in Network mode (NBDSSL) |

| ok || Cancel |

Figure 2: Transport Mode Selection

The transport mode can be modified to use a specific transport:
e Direct SAN access mode to use the SAN transport
e Virtual Appliance mode to use the HotAdd transport
e Network to use the LAN (NBD) transport

There are also two optional parameters that can be altered. The first is “Failover to network mode if
primary mode fails or is unavailable”. This option is enabled by default. The second optional parameter
enables NBDSSL when the LAN transport is used.

LAN (NBD) Transport

Within Veeam Backup & Replication, this transport mode is referred to as “Network” transport mode. LAN
transport for data access uses NBD (Network Block Device) or NBDSSL (Encrypted Network Block
Device) to move data over a TCP/IP connection. By default this transport mode is used when no other
transport mode is available or when it is explicitly selected. It is generally considered to be the least
efficient transport mode.

VEEAM BACKUP & REPLICATION WITH NIMBLE STORAGE
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Figure 3: LAN Transport

The data retrieval flow for a LAN transport backup can be summarized in four different steps:

e Instep 1 the backup proxy sends a request to the ESXi host to locate the necessary VM on the
datastore

e In step 2 the ESXi host locates the VM on storage
e Instep 3 VM data blocks are copied from storage and sent to the backup proxy over the LAN

e In step 4 the backup proxy sends the data to the backup repository

On the Nimble array, no changes or alterations are required to support the LAN transport mode. The
ESXi host or hosts accessing the datastore volume already have access permission.

SAN Transport

Within Veeam Backup & Replication, this transport mode is referred to as “Direct SAN access” transport
mode. SAN transport mode reads data directly from the SAN or iSCSI LUN where a virtual disk resides.
It is generally considered to be the most efficient transport mode as no data is transferred through the
production ESXi host.

VEEAM BACKUP & REPLICATION WITH NIMBLE STORAGE
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Figure 4: SAN Transport

The data retrieval flow for a SAN transport backup can be summarized in six different steps:

e Instep 1 the backup proxy sends a request to the ESXi host to locate the necessary VM on the
datastore

e Instep 2 the ESXi host locates the VM on storage

e Instep 3 the ESXi host retrieves metadata about the layout of VM disks on the storage

e Instep 4 the ESXi host sends metadata to the backup proxy

e Instep 5 the backup proxy uses metadata to copy VM data blocks directly from storage via the SAN

e Instep 6 the backup proxy processes copied data blocks and sends them to the backup repository

Enabling SAN transport mode backups requires a minor configuration change on the Nimble Storage
array. Datastore volume access permission changes are necessary. This change grants volume level
access to one or more Veeam Backup & Replication proxy servers.

Edit Volume - X
General Properties | Volume Size Protection I Access E
71 Al inle initi I Enable OMLY on volumes that are optimized for simult access by
I (7] Allow mulipie intistor access multiple initiators (such as YMware VMFS or Microsoft Cluster Server).

Mon-coordinated access by multiple initiators may lead to data corruption.

Apply to iSCSI Initiator Group CHAP Username Add.
Volurne Only dpl-veeamproxy Unrestricted Access B8

Volurne Only dpl-veeamproxy2 Unrestricted Access t:]

Volurne & Snapshots VYDI1000-1 Unrestricted Access [ %]

Figure 5: Nimble Volume Access

The Nimble array volume used as a VMware datastore should be edited to add access permission for
one or more Veeam Backup & Replication proxy servers. This change makes it possible for the backup

VEEAM BACKUP & REPLICATION WITH NIMBLE STORAGE
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proxy server(s) to copy VM data blocks directly from storage over a SAN connection, bypassing the
production ESXi server during the retrieval process. Note that the “Allow multiple initiator access” property
also needs to be enabled. See “Appendix 1” in this document for additional information about initiator

groups.

On each Veeam Backup & Replication proxy server that may be used to perform SAN transport mode

retrieval, the VMware datastore volume needs to be connected.

Nimble Connection Manager (2.13233) [= = |
System Settings | Nimble Volumes |
Discovered Nimble Volumes
Volume Name m ) Mapping Info Size Properties  Amay Count  Connections  Array Version
- @ dplveeamBrepository  Disk1, B\ 2048GE o | 2 2x
%dplvveeams-vpmvemls Disk2, VA 100GB o 1 2 2x
dpl-vmwa | Disk3 1268 ., 7

o

Refresh Connected Volumes 3, Total Connections & [ Connect.. | [ Di | | Eroperties... |
Recent Tasks
Action Status Start Time  Elapsed Time Details ~
Get ISCSI Targets. Succeeded 1.41FPM 0.19 secs Total targets discovered=3
Gat Discovery Target Portals Succeeded 1:41FM 0.12 secs Discovery Target Portals Found=1
Get Configuration Data Succeeded 1:41FM 0.20 secs MinConnectionsPerTarget=2, MaxConnectionsPerTarget=8, Wait Inte
< (] >

Figure 6: Nimble Connection Manager - Nimble Volumes

Use the Nimble Connection Manager to discover and connect the VMware datastore volume. During the
connect process accept the default “Connect on startup” property. See “Appendix 2” in this document for

additional information about the Nimble Connection Manager.

Note that a Windows drive letter should not be assigned to the volume.

HotAdd Transport

Within Veeam Backup & Replication, this transport mode is referred to as “Virtual Appliance” transport
mode. This transport mode reads data directly from storage through the hypervisor I/O stack by hot
adding a virtual disk to the backup proxy VM guest.

VEEAM BACKUP & REPLICATION WITH NIMBLE STORAGE
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Figure 7: HotAdd Transport

The data retrieval flow for a HotAdd transport backup can be summarized in six different steps:

In step 1 the backup proxy sends a request to the ESXi host to locate the necessary VM on the
datastore

In step 2 the ESXi host locates the VM

In step 3 Veeam Backup & Replication triggers VMware vSphere to create a VM snapshot
In step 4 VMware vSphere creates a linked clone VM from the VM snapshot

In step 5 disks of the linked clone VM are hot-added to the backup proxy VM

In step 6 Veeam Backup & Replication reads data directly from disks attached to the backup proxy
VM through the ESXi I/O stack

On the Nimble array, no changes or alterations are required to support the HotAdd transport mode. The
ESXi host or hosts accessing the datastore volume already have access permission.

Backup Repositories on Nimble Storage

This section examines the use of a Nimble Storage volume deployed as a Veeam backup repository. A
backup repository is a storage location used by Veeam Backup & Replication jobs to store backup files.

Create a Nimble Storage Volume for use as a Backup Repository

Create a new volume on the Nimble Storage array. From the user interface select “Manage > Volumes”

and then click the “New Volume” button.

VEEAM BACKUP & REPLICATION WITH NIMBLE STORAGE 12



nimblestora

Home Manage v  Monitor ~ Ewvents Administration *  Help ~

Volumes

Mewy Yolume... Move... View Volumes +Replicas v

Figure 8: New Volume

Name the volume and then select a performance policy. The Nimble volume should be configured to use
the optimal performance policy based on the host platform that will mount the volume, in this example
that's the server backing the repository.

Create a volume

Create a volume

v

General Properties

Yolume Name idpl-veeama-reposﬂory |
Description ' | Optional
Performance Policy B windows File Server v New Performance Policy...

Figure 9: General Properties

This example uses a Veeam proxy server running on Microsoft Windows Server 2012 R2 that will
function as the server backing the repository. The Nimble volume performance policy has been set to
“Windows File Server”, the recommended setting for this use case. Note that a customized performance
policy can be created and used instead of a preconfigured performance policy.

VEEAM BACKUP & REPLICATION WITH NIMBLE STORAGE
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Performance Policy =%

Set volume block size to a power of two between 4096 and 32768 bytes. Cornpression and cache are either on
or off.

Name iExamp!e Performance Policy

PERFORMANCE PARAMETERS

Tv in bytes

Compression
Caching
SPACE MANAGEMENT PARAMETERS

Quota Exceeded Behavior (" SetOffine & Setto Non-Wittable [

Ok Cancel
Figure 10: Custom Performance Policy

Creating a new performance policy provides the ability to explicitly set values for both compression and
caching.

Native Nimble Storage compression does not impact array performance and should be enabled in most
use cases. Veeam compression may affect the duration of backups. The use of Nimble Storage
compression may negate any need to enable Veeam compression. This may assist in eliminating any
backup proxy CPU utilization associated with Veeam compression.

On Nimble Storage sequential writes are not cached, and backups typically generate a sequential write
workload. Disabling caching within the performance policy is not expected to provide any benefit.
Additionally, a customized performance policy also allows setting the volume “Quota Exceeded Behavior”.
Selecting “Set to Non-Writable” is preferred over the “Set Offline” behavior as it will allow restores to be
executed in the event that the volume space quota has been exceeded.

On the access control section add the initiator group that contains the iSCSI initiator IQN of the server
backing the repository. See “Appendix 1" in this document for additional information about initiator groups.

VEEAM BACKUP & REPLICATION WITH NIMBLE STORAGE 14



ACCESS CONTROL

This access control entry will be applied to both the volume and its associated snapshots, Access
control can be modified and refined after the volume is created.

" Allow unrestricted access

(¢ Limit access

[V] Limit access to iISCS! initistor group gdm-vgeams E v New Initiator Group...

| Authenticate using CHAP username Mone v Neww CHAP Accourt...

Enable ONLY on volumes that are optimized for simultaneous access
by multiple initiators {such as WMware ¥YMFS or Microsoft Cluster Server).
Non-coordinated access by multiple initiators may lead to data corruption.

| Allow multiple inttistor access

Next Cancel

Figure 11: Access Control

The iSCSI initiator group correlating to the Veeam Backup & Replication proxy server backing the
repository has been added to the volume. Click the “Next” button to continue.

Backup repository volume size is configured in the “Volume Size” section. Select a volume size that

meets or exceeds anticipated usage requirements.

With built-in thin pr i and in-line P » ¥ou can create a volume with a size (as reported
to the application) that exceeds the available free space.

This is the size reported to the

Size |a2p T - application, rounded up to the next
L M.
space O
% of Size Bytes
Volume Reserve loo | 0.0TB To take advantage of the compression, set
b - the amount of reserved space to less than
Volume Quota [1o0.0 | 2.0TB the volume size. Actual compression
L —! depends on the application but typically
Volume Warning [s00 ‘i 16T reaches compression of S0%,
Snapshot Reserve oo | 0.0TB
Snapshot Quota Unlimited | Unimited snapshot quots
Snapshot Warning oo | 00718
STORAGE
Capacity 22,8078
Used Space 12.92 TR
Free Space F9TTD

Figure 12: Volume Size

In this example a volume size of 2 TB has been specified. The “Volume Reserve” property has been left
at its default value of 0%. Thin provisioning the Nimble Storage volume minimizes the chance of wasted

VEEAM BACKUP & REPLICATION WITH NIMBLE STORAGE
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space in cases where compression or Veeam Backup & Replication deduplication results in the use of

less space than was originally allocated.

In the protection section select “None”.

prOTECTION B

Wolumes assigned to a volume collection are protected according to the volume collection’s protection
schedule. Standalone volumes can be protected using a protection template or by creating a custom
protection schedule,

| & jhone Not Protected |
" Join vohame colaction

" Creale new volume collection

" Protect as standalone volume

Figure 13: Volume Protection

A volume protection property equal to “None” indicates that the Nimble Protection Manager, a feature that

provides native data protection for Nimble Storage array volumes, will not be used on this volume. Click

the “Finish” button to complete the volume creation process.

On the server backing the repository launch the Nimble Connection Manager to discover and connect the

volume that will be used for the repository. See “Appendix 2" in this document for additional information

about the Nimble Connection Manager.

- Nimble Connection Manager (2.1.3.233)

[ System Settings | Nimble Volumes |

e

Discovered Nimble Volumes

Volume Name Mapping Info Size Properties  Array Count Connections Array Version

IJdeeeamS-tapos’tory Disk1, B:\ 2048GB 1 2 2x
@ dpl-veeam8-vpowernfs Disk2, V:\ 100GB 1 2 2%
@@ dpl-vmware-guests-3  Disk3 512GB ¢ 1 2 2x

Connected Volumes 3, Total Connections 6 | Connect... | [ Disconnect | [ Properties...|
Recent Tasks
Action Status Start Time  Elapsed Time Details A~
Connect Target=dpl-vmware-gue Succeeded 11:50 AM 1.19 secs Connection succeeded, ArayCount=1, InitiatorPorts=2, OptimalPath| _
Get ISCSI Targets Succeeded 11:42AM 211 secs Total targets discovered=3 B
Disconnect Target=dpl-vmware-¢ Succeeded 11:42 AM 0.05 secs Requested=2, Disconnected=2
Remove from 'Favorites’ Succeeded 11:42 AM 0.22 secs Succeeded, Removed=2, Target=dpl-vmware-guests-3
Get ISCSI Targets Succeeded 11:41 AM 0.19 secs Total targets discovered=3 v
< [T >

Figure 14: Nimble Volumes

In this example the volume named “dpl-veeam8-repository” has been connected. The connected volume

has also been assigned a drive letter, “B:\", using Windows Server Manager.

VEEAM BACKUP & REPLICATION WITH NIMBLE STORAGE
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m DISKS
All disks | 4 total

Filter L Ew @A

Number Virtual Disk  Status Capacity Unallocated  Partition Read Only Clustered Subsystem  BusType  MName

4 dpl-veeam?g (4)

3 Offline 512GB 0008 GPT iSCSI Nimble Server Multi-Path Disk Device
0 Online 128GB  0.00B MBR SAS VMware Virtual disk SCSI Disk Device

1 Online 2100 1.00 ME MBR S Nimble Server Multi-Path Disk Device
2 Online 100GB  1.00MB MBR iSCSI Nimble Server Multi-Path Disk Device

Last refreshed on 11/25/2014 12:09:47 PM

VOLUMES 2 : STORAGE POOL
Related Volumes | 1 total | TASKS | Nimble Server Multi-P
Filter el @ - @ s v
a
A Volume Status Prowisioning Capacity FreeSpace Deduplication Rate Deduplication Savings Percent Used

4 dpl-veeam8 (1)

200TB 190TE

Go to Volumes Overview > Go to Storage Pools (

Figure 15: Server Manager — Disks

Note that an additional 100 GB Nimble volume has already been connected for use a vPower NFS root
folder. The use of this volume will be detailed later, at the point where it is configured within the backup
repository.

Add a Veeam Backup Repository

Veeam Backup & Replication

1: Add Repository p Type in an object name to search for

Name Type Host Path
=} Backup Repostories [: {#z DefaultRiepository Windows This server
=

[% Backup & Replication
{4l Backup Infrastructure

] virtual Machines

(5} Storage Infrastructure

% Tape Infrastructure

[ Files

s 2 <| [ >

1 repository !lFa_;ﬂ' diy; rem..l.... — am_:

Figure 16: Veeam Backup & Replication
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Within the Veeam Backup & Replication user interface select “Backup Infrastructure” and then click on

the “Add Repository” icon.

Type in @ name and description for this backup repository.

Type

Server
Repository
vPower NFS
Review

Apply

Name:
[Backup Repository on Nimble|

Description:
|Created by DPL-VEEAM8\Administrator at 11,/25/2014 12:33 PM.

| < Previous | Next > | Einish || Cancel |

Figure 17: New Backup Repository - Name

Name the new backup repository and then click the “Next” button. In this example the repository has been

named “Backup Repository on Nimble”.

Type
g Choose type of backup repository you want to create.

Name

vPower NFS
Review

Apply

(® Microsoft Windows server (recommended)
Microsoft Windows server with intemal or directly attached storage. Data mover process running
directly on the server allows for improved backup efficiency. especially over slow links

) Linux server (recommended)
Linux server with intemal, directly attached, or mounted NFS storage. Data mover process running
directly on the server allows for more efficient backups, especially over slow links.

() Shared folder

CIFS (SMEB) share. When backing up over slow links, we recommend that you specify a gateway
server located in the same site with the shared folder.

) Deduplicating storage appliance
Advanced integration with EMC Data Domain, ExaGnid and HP StoreOnce. For basic integration,
use the Shared folder option above.

Figure 18: Backup Repository - Type
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Select the backup repository type and then click the “Next” button. In this example “Microsoft Windows
server” has been selected.

Name
i Specify DNS name or IP address of Microsoft Windows server.
=£

DINS name or IP address:

chlﬂveeun&sedumjahl

Description:

Created by DPL-VEEAMB\Administrator at 11/25/2014 12:52:52 PM.

[ < Previous H Next >

Figure 19: New Windows Server

Specify the DNS name or IP address of the server and then click the “Next” button. In this example a
server named, “dpl-veeam8.sedemo.lab” has been specified.

Apply
E;; Please wait while required operations are being perfformed. This may take a few minutes...
=Ka

Log:

Message

& Collecting hardware info

(& Detecting operating system

(& Detecting 05 version

& Registering client DPL-VEEAME for package Transport
& Discovering installed packages

& All required packages have been successfully installed
@ Creating database records for server

& Detecting server corfiguration

@ Creating corfiguration database records for installed packages
& Collecting disks and volumes info

& Microsoft Windows server saved successfully

[ < Previous H Next >

Figure 20: New Windows Server - Apply
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Click the “Next” button to continue.

== Summary
E *You can copy the configuration information below for future reference.

Summary:

Microsoft Windows Server ‘dpl-veeam8 sedemo lab’ was successfully created

05 version: Microsoft Windows Server 2012 R2 Standard 64-bit {6.3.9600 bui.ld:m.
User: administrator

Hardware info:
Chassis type: Virtual (VMware)
Cores count: 4
Components:
Transport using port 6162
vPower NFS using port 6161
Installer using port 6160

| < Previous || Next = || Finish

Figure 21: New Windows Server - Summary
Click the “Finish” button to continue.

+ Server
g Choose server backing your repository. You can select server from the list of managed servers added to the conzole.

Name Bepository server:
- |dp|~\reeam3.sedemo.lab ({Created by DPL-VEEAMS \Administrator at 11/25/2014 w | | Add New... |
ype

Path - Capacity Free Populate
| @B 20TB 19TE |
Repository ®Ch\ 127.7GB 143GB

-\, 100.0GB 59.5GB

vPower NFS
Review

Apply

[ <Previous || Net> || Fusn | [ Cancel

Figure 22: New Backup Repository - Server
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At this point in the process the server backing the repository has been configured. Clicking the “Populate”
button will display available file system paths on the server. Click the “Next” button to continue.

Repository
Type in path to the folder where backup files should be stored, and set repostory load control options.

Location
Path to folder:
|B:\Backups

ey A

Freespace: 1.9 TB

vPower NFS Load control

Haview Running too many concument jobs against the same repostory reduces overall performance,
may cause storage |/0 operations to timeout. Control repository saturation with the following

Apply [#] Limit maximum concurrent tasks to: |4 E"
[] Limit combined data rate to: . --2—] MB/s

Click Advanced to customize repository settings

|<Emm|| Next >

Figure 23: New Backup Repository Path

Make sure the correct “Path to folder” has been specified. In this example the “B:\Backups” path has been
set. Clicking the “Populate” button will display the capacity and free space available on the specified path.
Click the “Advanced” button to display the “Storage Compatibility Settings” dialog window.

(] Align backup file data blocks
Allows to achieve better deduplication ratio on basic deduplicating storage
the backup size when backing up to raw disk storage.

[] Decompress backup data blocks before storing

VM data is compressed by backup proxy according to the backup job
compression settings to minimize LAN traffic. Uncompressing the data

before storing allows for achieving better deduplication ratios on most
deduplicating storage appliances at the cost of backup performance.

[] This repository is backed by rotated hard drives

Backup jobs pointing to this repository will tolerate the disappearance of
previous backup files by creating new full backup, clean up backup files
no longer under retention on the newly inserted hard drives, and track
backup repository location across unintended drive letter changes.

Lok || Cancel |

Figure 24: Storage Compatibility Settings
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Consider enabling the “Decompress backup data blocks before storing” if the Nimble Storage volume
used for the repository is using a performance policy that includes compression. Click the “OK” button
and then click the “Next” button on the “New Backup Repository Path” dialog window to continue.

Getting Backups offsite with Veeam and Nimble Storage

Using Nimble Storage as a backup repository for Veeam Backup provides the best possible performance
of Veeam backup, restore, and backup verification jobs. However, a comprehensive data protection
strategy includes the creation of additional copies of backups that can be retained offsite. Nimble Storage
in conjunction with Veeam Backup provides several options to retain backups in additional locations or on
other media types. Examples of these include:

« Nimble Volume Collection Replication — Protect Veeam Backup repositories by replicating them to a
downstream Nimble Storage array. Nimble volume collection replication provides efficient replication
by only transferring changed blocks.

e Veeam Backup copy jobs with WAN Acceleration — Protect Veeam Backups by copying them to
another Nimble Storage array through WAN accelerators to minimize replication network bandwidth
utilization.

e Veeam tape copy jobs — Copy Veeam backups to tape for offsite archiving.

e Veeam Cloud Connect — Use a Veeam Cloud Connect partner to copy backups to offsite hosted
backup repositories.

vPower NFS on Nimble Storage

Because the repository is backed by a Windows server, it can also be configured to function as a vPower
NFS server. This provides ESXi hosts with transparent access to backed up VM images stored on the
repository, and enables valuable features such as “SureBackup” and “Instant VM Recovery”.

Create a second Nimble Storage volume for use as the vPower NFS root folder. Add the initiator group of
the server backing the new repository to the access tab of the volume. Use the Nimble Connection
Manager to connect the volume to the host, and then assign a drive letter using the Windows Server

Manager.
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vPower NFS

Specify vPower NFS settings. vPower NFS enables running virtual machines directly from backup files, allowing for advanced
functionality such as Instant VM Recovery, SureBackup, on-demand sandbox, U-AIR and multi-OS file level restore.

vPower NFS
[ Enable vPower NFS server frecommended)
|di#eem3ndu‘m.ld: (Created by DPL-VEEAMB"\Administrator at 11/25/2014 1252:521 v |

Specify vPower NFS root folder. Write cache will be stored in this folder. Make sure the
selected volume has at least 10GB of free disk space available.

Folder: [171 || Browse.. |

Click Manage to change vPower NFS management port

Click Ports to change vPower NFS service ports
[Canca |

I < Previous H Next > H Finish |

Figure 25: New Backup Repository — vPower NFS

Ensure vPower NFS is enabled. In this example the vPower NFS root folder has been specified as file
system path “V:\".

Review
Please review the settings, and click Next to continue.

Backup repostory properties:
Repostory type: Windows
Mount host: dpl-veeam8 sedemo lab
Account: administrator
Backup folder: B:\Backups
Wiite throughput:
Max parallel tasks: 4

The following components will be processed on server dpl-veeam8.sedemo lab
Installer already exists
vPower NFS already exists

[] Import existing backups automatically

] import guest file system index

[<Brvious | [ Net> || i | [ Cacel |

Figure 26: New Backup Repository — Review

Review the settings and then click the “Next” button to continue.
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New Backup Repository E3)

¢'—+ Apply
Please wait while backup repository is created and saved in configuration. This may take a few minutes...

Name Log:
Message Duration
Type &9 Registering client DPL-VEEAMS for package vPower NFS

& Discovering installed packages

Server
(9 All required packages have been successfully installed

Repostory @ Detecting server configuration
& Recorfiguring vPower NFS service

vPower NFS D Creating configuration database records for installed packages
(D Creating database records for reposttory

Review & Backup repostory has been added successfully

Figure 27: New Backup Repository — Apply

Click the “Finish” button. At this point the new backup repository has been configured using a Nimble
Storage volume. In addition, a second Nimble Storage volume has been configured for use as a vPower
NFS root folder. The backup repository is now available for selection from within a backup job.

Virtual Lab Datastore on Nimble Storage

Veeam Backup & Replication “SureBackup” recovery verification provides an automated method to verify
recovery of backed up VMs. One component of this testing methodology is a virtual lab datastore. This
section takes a look at using a Nimble Storage volume as a virtual lab datastore for use with
“SureBackup”.

Create a Nimble Volume for use as a Datastore

From the Nimble Storage user interface select “Manage > Volumes” and then click the “New Volume”
button.

< nimblestorage

Home Manage ¥ Monitor * Events  Administration *  Help ~

Volumes

Mewy Yolume... Mave... View | Volumes + Replicas v

Figure 28: New Volume
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Create a volume

Create a volume

General Properties > “olume Size > Protection
Volume Name ldpl-veeama-vhual-sab ]
Description I |Opt'rcnal
Performance Policy B vMware ESX 5 ] | Newv Performance Policy...
ACCESS CONTROL

This access control entry will be applied to both the volume and its associated snapshots. Access
control can be modified and refined after the volume is created.

" Allow unrestricted access

&+ Limit access
[V Limit access to iSCS intiator group ;rVDH 000-1 v MNew Initiator Group...
["] Authenticate using CHAP username None v Newy CHAP Account...
[F] Allow muttiple intistor access Enable ONLY on volumes that are optimized for simultaneous access

by multiple initiators (such as YMware YMFS or Microsoft Cluster Server).
Non-coordinated access by multiple initiators may lead to data corruption.

Mext | nisk Cancel

Figure 29: New Volume — General Properties

Name the new volume, and select the appropriate VMware ESX performance policy. Configure the
access control parameters to allow access to the ESXi hosts that will need to use the virtual lab. Click the
“Next” button to continue.
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With built-in thin provisioning and in-line compression, you can create a volume with a size (as reported
to the application) that exceeds the available free space.

This is the size reported to the

Size |59 1B = application, rounded up to the next
L — MB.
seace B
% of Size Bytes
Volume Reserve 0 0.0 TB To take advantage of the compression, set
] = the amount of reserved space to less than
Yolume Quota 1000 5.0TB the volumne size. Actual compression

depends on the application but typically
reaches compression of 50%.

0.
Volume Warning 4.0TB
80.0
Snapshot Reserve 0.0 TB
Snapshot Quota Unlimited |V Unlimited snapshot quota
Snapshot Warning 00 i 0.0 TB

STORAGE

Capacily 22.89 TB

Used Space 12.98 TB
9.89TB

Free Space

Figure 30: Volume Size

Virtual lab volume size is configured in the “Volume Size” section. Select a volume size that meets or
exceeds anticipated usage requirements. In this example a volume size of 5 TB has been specified. The
“Volume Reserve” property has been left at its default value of 0%. Thin provisioning the Nimble Storage

volume minimizes the chance of wasted space.

In the protection section select “None”.

prOTECTION ()
Wolumes assigned to a volume collection are protected according to the volume collection’s protection
schedule. Standalone volumes can be protected using a protection template or by creating a custom
protection schedule,

%] Mone: Mot Protected

€ Join volume colection

" Creale new volume collection

" Protect as standalone volume

Figure 31: Volume Protection

Click the “Finish” button to complete the volume creation process.

Within VMware vSphere, rescan for new storage devices and then add storage. Add the “Disk/LUN”" that

correlates to the new volume just created. Format the new datastore.
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Create a Veeam Virtual Lab

Within the Veeam Backup & Replication user interface, click “Backup Infrastructure”, expand the
“SureBackup” tree, and the right click “Virtual Labs”.

Home Virtual Lab

Vlchal Lab Virtual Lab Virtual Lab Virtua '....:':':.'\

Manage Virtual Lab

Backup Infrastructure

- Eﬁ,'mmaggse?m[g Add Virtual Lab...
b g8 VMware vSp £5  Connect Virtual Lab...
&7 Microsoft Windows

Figure 32: Add Virtual Lab

Click the “Add Virtual Lab” menu item to continue. Alternatively, clicking the “Add Virtual Lab” icon will
also facilitate creation of a new virtual lab.
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Name
Type in @ name and description for this virtual lab.

Name:
IFPTwmubonmuel

Description:
|Created by DPL-VEEAMB\Administrator at 11/19/2014 2:59:08 PM.

|I < Previous Next > | Einish l | Cancel |

Figure 33: New Virtual Lab - Name

Name the new virtual lab and then click “Next” to continue. In this example the new virtual lab has been
named, “DPL-Virtual Lab on Nimble”.

Host
é Specify host to run this vitual lab on. The host can be both standalone, and a part of cluster.

ﬁvamnmudanojah |
Statistics

VMs: 35total
31 running

Figure 34: New Virtual Lab — Host

Choose the ESXi host or cluster that will run the virtual lab. Click the “Next” button to continue.

VEEAM BACKUP & REPLICATION WITH NIMBLE STORAGE 28



Datastore

Choose datastore to store redo logs on. Redo logs are temporary files where vitual disk changes are accumulated while virtual
machines are running from read-only backup files.

Datastore:
Idﬁm&vﬂuﬂ-ld:l || cnosse... |

Capacity:

Figure 35: New Virtual Lab - Datastore

Select the datastore that will be used for the virtual lab. This is the volume/datastore created earlier in this
section. In this example the “dpl-veeam8-virtual-lab” datastore has been selected. Click the “Next” button
to continue.
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Proxy

Configure proxy appliance to be used for this virtual lab. Proxy appliance is required to enable functionality such as automated
verification and universal application item restore (U-AIR).

The proxy appliance provides Veeam Backup server with access to vitual machines running in the
only be perfomed manually. through the VM console.

[V] Use proxy appliance in this vittual lab recommended)

Proxy appliance VM settings

DPL-Virtual_Lab_on_Nimble

IP address: Obtain automatically
DNS server: Obtain automatically

[w Allow proxy appliance to act as intemet proxy for virtual machines in this lab

HTTPgee a0 [

| <Previous | [ Ned> || oo || Cancel

Figure 36: New Virtual Lab — Proxy

Configure the proxy appliance for the new virtual lab. Click the “Next” button to continue.

Ready to Apply
Please review the settings for comectness, and click Next to continue.

Virtual lab will be created with the following parameters:

- DPL-Virtual Lab on Nimble
ESX name: vdi1000-1.sedemo Jab
Datastore: dpl-veeam8-virtualdab

DPL-Vitual_Lab_on_Nimble
DPL-Virtual Lab on Nimble
DPL-Vitual Lab on Nimble
<Obtain automatically>
DNS:  <Obtain automatically>
Network corfiguration type:  basic single-host

Network options:
Isolated network: DPL-Vitual Lab on MNimble Management
Masquerade IP:  11.0.0.0
Appliance IP:  10.0.1.1
DHCP: enabled

Network mapping:
Mananement  —> NPl -Vidual | ah an Nimhle Mananement

[<Bevous | [_tet> ]|

Figure 37: New Virtual Lab — Apply
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Review the settings and then click the “Next” button.

Networking
Specify whether the virtual machines to be run in this virtual lab are connected to a single, or muttiple production networks.

(®) Basic single-host (automatic configuration)
Automatic configuration of virtual lab king. Isolated k is created using
ndwkhﬂhVeaanBadapmube&edhmdﬂsmedmbapmﬁﬂnn
Recommended option for configurations with a single production network.

() Advanced single-host (manual configuration)

networks. This option also enables access to additional networking configuration settings.

O Mmmdgﬂ%ﬂh-xﬂwﬂglﬂm)
figuration of virtual lab g that enables creation of vitual labs spanning
mn.hiehds uﬁufwmﬂlﬂnfamﬁwbﬁedmcﬁmhmmhm
st This option k ges Distnbuted Vitual Switch (DVS) available in Enterprise Plus edition
of VMware vSphere.

Distributed vitual switch: none [ Choose I

T T

Figure 38: New Virtual Lab — Networking

Select the desired network settings for the virtual lab and then click the “Next” button.

Applying Configuration
Please wait while required changes are applied. and vitual lab testing is performed.

Log:

Message

@ Getting infrastructure info

& Mourting vPower NFS datastore

@ Creating VM folder DPL-Virtual Lab on Nimble'
@ Creating vitual switch ‘DPL-Virual Lab on Nimble’
D Creating port groups

@ Copying proxy appliance files

& Updating VMX file

D Registering proxy appliance

@ Configuing proxy appliance network settings
& Vitual Lab has been created

Figure 39: New Virtual Lab — Apply Configuration

Click the “Finish” button to complete creation on the new virtual lab.
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(3 DPL-veeam3
() DPL-VeeamBackup
5 dpl-veeamproxy

5 dpl-vmware-guest-1
D dpl-vmware-guest-2
(D dpl-vmware-quest-3
(B dpl-vmware-quest-4
(B dpl-vmware-guest-S
{f dpl-vmware-quest-6

I TOPIETE TR FToecao |

Commands

[ PowerOn
(5 Edi Settings
(B2 migrate

EP Clone to New Yirky

EP Convert to Templ

{f dpl-vmware-quest-7 TS
{f dpl-vmware-quest-8
(f dpl-weki2rz-a
{ Horizon Last Backup:
{3 Horizoné Notes:
@ PERFHOST1
- bl 1
Recent Tasks
Name | Target | Status
@ Reconfigure virtual machine G DPL-Yirtual_Lab_on_Nimble @ Completed
..‘:'a Reconfigure virtual machine (31 DPL-Yirtual_Lab_on_Nimble @ Completed
&i“[ Reconfigure virtual machine (31 DPL-Yirtual_Lab_on_imble @ Completed
¥ Register virtual machine £J OPL-virtual Lab on Nimble @ Completed
¥ Movefile dpl-veeam8-virtual-lab & Completed

Figure 40: Virtual Lab as vSphere Inventory

At this stage the virtual lab will appear in vSphere as inventory. The virtual lab is now ready to use. An
“Application Group” and “SureBackup” job are required to use the virtual lab.

Summary

When protecting VMware datastores hosted on a Nimble Storage array, Veeam Backup & Replication
provides a robust feature set enabling a variety of data protection strategies. This includes the ability to

leverage the most efficient transport mode based on the configuration of the backup infrastructure.

High performance Nimble Storage arrays can be deployed as part of a Veeam Backup & Replication
infrastructure. Backup repositories, vPower NFS root folders, and virtual labs hosted on Nimble volumes

assist in creating a fast and reliable data protection solution.
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Appendix 1 — Initiator Group

Initiator groups provide a convenient way to limit volume access to only the specific iISCSI initiators that

are members of the group.

Edit an Initiator Group
Initiator Groups are a convenient way to limit volurne access to only the specific ISCSI initiators
that are members of the group.

Hame: |dpl—veean8

Target subnets

Select target subnets that will be used for this initiator group to discover and access volumes.
This setting will restrict the IPs used for iSCSI discovery as well as those returned as targets for the volumes.

+ Use all configured subnets
" Select target subnets

Initiators

Specify a narme for each initiator and either an IQN or IP address or both,
To gain access, an initiator must match both the IQN and the IP address, if provided. Use * for

the IQN or IP address to allow unrestricted initiator connections.

Name ION IP Address
dpl-veeams sedemo lab | |iqn.1 991-05 commicrosoft ... | |*
Add

Ok Cancel

Figure 41: Edit an Initiator Group

The example used here is for a Veeam Backup & Replication proxy server that also backs a repaository.

The name of the host server and the IQN of the host server have been added to the initiator group.

i ctoracie
e n'mb|83 L0l'c *l-l‘ -3 Home Manage > Monitor + Events  Administration =  Help ~

Initiator Groups > dpl-veeams

Ed... oeiete | | Add Intistor...
INITIATORS ASSOCIATED YOLUMES
Initiator Name 1IN IP Address Volume fClones
dpl-veeams.sedemo.lab ign.1991-05.corm.microsoft:dpl-.. *

Figure 42: Initiator Group

When viewing an initiator group a list of associated volumes is displayed. In this example a Veeam

Backup & Replication host has been granted access to three different volumes.
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Appendix 2 — Nimble Connection Manager

The Nimble Connection Manager is designed to simplify making and maintaining iSCSI connections
between a Windows host and Nimble Storage array volumes. The Nimble Connection Manager is
available after successful installation of the Nimble Windows Toolkit, which can be downloaded from the
Nimble Storage InfoSight portal.

System Settings | Nimble Volumes |

Select Host MPIO IP Addresses

Included IP Address Excluded IP Address
172.18.127.226
172.18.128.226

i Exclude >
I < Include

~Nimble Discovery IP (Port 3260)
Group Name Discovery IP Address

| Unknown 172.18.127.61 I
<] |

Initiator Name: iqn.1991-05.com.microsoft:dpl-veeama | Remove

Recent Tasks
Action Status Start Time  Elapsed Time Details
Get Discovery Target Portals Succeeded 11:32AM  0.14 secs Discovery Target Portals Found=1
Get Configuration Data Succeeded 11:32AM  0.23 secs MinConnectionsPerTarget=2, MaxConnectionsPerTarget=8, Wait Inte

Figure 43: Nimble Connection Manager - System Settings

The “System Settings” tab on the Nimble Connection Manager is configured to discover volumes on one
or more Nimble Storage arrays. The Nimble discovery IP address of each array is added by clicking the
“Add” button.
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System Settings | Nimble Volumes

Discovered Nimble Volumes

Volume Name Mapping Info Size Properties  Array Count Connections Array Version
3 dpl-veeamd-repository  Disk1, B\ 2043GB o 1 2 2.x
%dpl-veeamﬁ#powemfs Disk2, VA 100GB * 1 2 2x

A dpl-vmware-guests-3

Connected Volumes 2, Total Connections 4 | Connect... | [ Disconnect | [Properties... |

Action Status Start Time  Elapsed Time Details
Get ISCSI Targets Succeeded 11:42 AM 2.1 secs Total targets discovered=3
Disconnect Target=dpl-vmware-¢ Succeeded 11:42 AM 0.05 secs Requested=2, Disconnected=2
Remove from "Favorites’ Succeeded 11:42AM  0.22 secs Succeeded, Removed=2, Target=dpl-vmware-guests-3
Get ISCSI Targets Succeeded 11:41AM  0.19 secs Total targets discovered=3
Get Discovery Target Portals Succeeded 11:32 AM 0.14 secs Discovery Target Portals Found=1
< [ |

Figure 44: Nimble Connection Manager - Nimble Volumes

New volumes are discovered by clicking the “Refresh” button. Discovered volumes can be connected by
first clicking the newly discovered volume, and then clicking the “Connect” button. At connection time, a

“Connect to Target” dialog window will provide the option to automatically connect the volume on startup.

iSCSI Target Name dpl-vmware-guests-3

Target IQN iqn.2007-11.com.nimblestorage:dpl-vmware-guests-3-
v47a5f2220a9575e0.0000024d.4d3087c2

[v| Connect on startup

This will make the system automatically attempt to restore the connection
every time the computer restarts

[] Enable header digest checksums
[] Enable data digest checksums

[] Use CHAP authentication

CHAP help ensure connection security by providing authentication between
a target and an initiator

OK Cancel

Figure 45: Connect to Target

Accepting the default “Connect on startup” parameter will cause the system to automatically attempt to
restore the connection every time the computer restarts.
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Appendix 3 - NPM with Veeam Backup & Replication

NPM (Nimble Protection Manager) is included with Nimble Storage arrays and provides the ability to
create application consistent snapshot backups using VMware vCenter synchronization as well as
Microsoft VSS synchronization. The co-mingling of NPM snapshots with Veeam Backup & Replication
backups is possible. From a high level perspective NPM & Veeam both deliver tangible benefits.

e Veeam Backup & Replication for VMware:
O Enables granular restore

0 Enables automated tape based copies of backups

(@]

Enables the use of VMware Instant Recovery
0 Enables “SureBackup” and the use of virtual labs

« Nimble Protection Manager vCenter synchronized snapshots:
0 Enables aggressive data protection with frequent snapshots
0 Enables the use of efficient Nimble replication

On the surface the solutions appear to be complimentary, and when scheduling is properly coordinated
NPM and Veeam Backup & Replication can be used together to fulfill business objectives. However there
are known issues that may occur when both data protection solutions attempt to protect the same guest
at approximately the same time.

Avoid Overlapping Usage

When both data protection solutions issue simultaneous or near-simultaneous requests for vCenter
shapshots of the same guest, errors may occur. These errors will typically manifest themselves as failed
shapshots. On the Nimble side of the equation users may experience messages such as, “failed to create
vCenter snapshot”. Veeam Backup & Replication may report errors that include, “failed to prepare guest
for backup”. Windows application events on the guest may indicate that VSS errors, or VMware tools
errors have occurred. In all known cases these errors can be avoided by assuring that requests for
vCenter snapshots do not overlap.

Another challenge overlapping schedules can create occurs in cases where a Veeam Backup &
Replication temporary snapshot exists and NPM requests a snapshot of the same guest. In effect, the
Veeam snapshot may be captured within the NPM snapshot.
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@Snapshots for dpl-ymware-guest-1 H=] B3

9] dpl-vmware-guest-1 -Name
VEEAM BACKUP TEMPORARY SNAPSHOT

(® ‘You are here
(¢ dpl-vmware-guests-collection-Scheduled:
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Figure 46: Overlapping vCenter Snapshots

In this scenario both backups may complete successfully. However, if the NPM snapshot is recovered it
may contain an orphaned Veeam Backup & Replication snapshot. Orphaned shapshots need to be
removed manually, creating additional administrative overhead.

Another side effect that may occur when performing backups with both NPM and Veeam Backup &
Replication occurs when a Nimble snapshot is recovered that predates the most recent Veeam backup.
In this scenario the next Veeam backup may request changed blocks referencing a point in time that
doesn't yet exist on the recovered virtual disks. The backup will complete but it may post a warning
message indicating that CBT (Changed Block Tracking) cannot be used.
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