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Preface About This Reference Architecture Guide

This document will highlight design best practices for virtualizing business-critical applications
on SmartStack, and showcase what was validated jointly by VMware, Cisco, and Nimble
Storage. If you want to learn more about Nimble SmartStack, please contact your sales rep or
visit this website for links to more resources:

http://www.nimblestorage.com/resources/SmartStack.php

Chapter 1 Availability

When you virtualize business critical applications, you want to ensure the entire infrastructure
has no single point of failure, for both hardware and software, across all layers (compute,
network, storage, VM and applications). Here is a list of design considerations:

VMware vSphere

& nimblestorage

1. UCS
e Cisco UCS blade chassis has redundancy for all components
e Two UCS blade servers in case one of them fails
¢ Dual UCS Fabric Interconnect configured as a cluster
o UCS fabric NIC failover is used for management and virtual machine traffic


http://www.nimblestorage.com/resources/SmartStack.php
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2. Storage
¢ Nimble Storage CS-series array has redundancy for all components
¢ All volumes provisioned use SATP_ALUA & PSP_RR for path failover and load
distribution



View: | Datastores Dev'u:es|

Datastores

Identification
bizappsqglogdb
bizapp=qgloglogs
bizapp\VMswap
DEPOT
ExchangeDB
Exchangelog
iboot-esx514
Infrastructure
InternalssD-14
sql2012db
£ql2012log
Templates
ViewS2-1-cs01
V5I-cs02

a

IO ODOD@@@

Datastore Details

Status | Device | Drive Type | Capac’lty| Free| Type | Last Update | Alarm Actions

; - 1

EJ ExchangeDB Manage Paths

— Policy
Path Selection: IRound Robin (VMware)
Storage Array Type: VMW _SATP_ALUA

—Paths
Runtime Name Target LUN | Status | Preferred |
vmhba32:C0:T7:L0  ign.2007-11.com.nimblestorage:exchangedb-v1860%cd.. 0 & Active (JO) |
ymhba32:C1:T7:L0  ign.2007-11.com.nimblestorage:exchangedb-v1860%cd3.. 0 & Active (IJO)

Refresh |

ExchangeDB Mame: ign. 2013-03.com,ucs:host: 15-00023d000001,ign, 2007-11,com. nimblestorage:exchangedb-v 1860%ac%eddea 7e6.000...
Location:  fvmfs/volum) Runtime Name: vmhba32:C0:T7:L0
Hardware Acceleration:
Refresh Storage Capabilit iSCSI
System Storage Capability Adapter: ign.2013-03.com. ucsthost: 15
User-defined Storage Capil iSCST Alias:
- | Target: ign.2007-11.com.nimblestorage:exchangedb-v 18605acSeddéa7e6. 0000000, fSbe 3d2f
Path Selection B 172.18.127.103:3260
Round Robin (VM... I
|
\
Paths | Close I Help
Total: 2 |
Broken: 0 =
Diszbled: 0
3. vSphere
a. vSphere HA enabled to auto restart VMs in case ESXi server fails

Host monitoring is enabled to monitor heartbeat of all ESXi hosts in the
cluster

Admission control is enabled to ensure the cluster has enough resources
to accommodate a single host failure

N+1 configuration to tolerate for one ESXi host failure



@ BizApp Settings ﬂ

Cluster Features — Host Monitoring Status
vSphere HA ESX hosls in thls duster exchange network heartbeats. Disable this feature when
wirtual Machine Options maintenance that may cause isolation responses.
WM Monitoring
Datastore Heartbeating
VMware EVC
Swapfile Location

v Enable Host Monitoring

— Admission Control
The vSphere HA Admission control policy determines the amount of duster capacity thatis
reserved for WM failovers. Reserving more failover capadity allows more failures to be
tolecated but reduces the number of YMs that can be run.

Disallow VM power on operations that viclate availability constraints

¢~ Disable: Allow VM power on operations that violate availability constraints

— Admission Control Policy
Specify the type of policy that admission control should enforce.

* Host failures the duster tolerates:

¢~ Percentage of duster resources 55— = cPU

reserved as failover spare capacity:
I 25 3: % Memory

i Specify failover hosts: 0 hosts specified. Click to edit.

Advanced Options.. I

Help | Ok I Cancel J/

vSphere Virtual Switch layout (only single vNIC is needed as UCS Fabric
failover is enabled for each management and virtual machine traffic vNIC;
more on the iISCSI vSwitch later)




Networking

-

Standard Switch: wSwitchi

Virtual Machine Port Group
L3 Management

Wikarnel Port
L3 Management Metwork

\ vmk0 : 10.18.127.59

Remove... Properties...

l_ Physical Adaprers
@ o B vmnicd 10000 Full 53

\

Standard Switch: vSwitchl

WMkzme! Port
L1 i5CsIB

wvmk2 : 172.18.128.162

VMkame! Port
[ i5CsIA

vkl : 172.18.127.162

Femove... Properties...

— - Phiysical Adapters
@ o B vmnic2 10000 Full G3
L.E vmnicl 10000 Full |G3

7
Standard Switch: vSwitch2

Virtual Machine Port Group
L3 DAGReplication

.

Femove... Properties...

Phiysical Adapters
@ BB vmnic3 10000 Full §3

(" Standard Switch: vSwitch3

Virtual Machine Port Group
L3 WM

.

Femove... Propertes...

Phiysical Adapters
@ BB vmnic4 10000 Full |3




Chapter 2 Performance Optimization

VMware vSphere

ol
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1. UCS
¢ Dual subnet for directly connecting Nimble to Cisco UCS Fabric Interconnect
(without failover of Fabric for the iISCSI vNICs)

& [ Teci|
|90 Setvice Template ESKIS

|_:_|- Service Template ESxS_iSC5I_Eook |

==l i5CST vMICs

P iSCST wNIC iSCSI-Boot-4 |

- il i5CST vNIC iSCST-Boot- |

=il vHEAs

==l vMICs
- —fll WNIC CLUSTER
=il wMIC CorpLab
=l wMIC WMl
=il WMIC WMz

----I wWIC iSC5I-B




2.

Storage:

Storage Volume layout
i. Volumes supporting the infrastructure

S

AD
vCenter Server
vCenter Opreations
OS VMDK for all VMs
VMKD for Sharepoint

(web/app tiers) )

DO

Boot volume  Boot volume
(ESXi1) (ESXi1)

Infrastructure

ii. Volumes supporting the application

]

bizappVMswap

R

ExchangeDB

SQL2012DB

N

ExchangelLog

Performance Policy for each storage volume:

SQL2012Log

Dedicated datastore
for all VM swap
(.vswp)

~N




Performance Policy

.Datastorcs
Identification /| Status | Device | C—3
For VM .vswp swap < | g bampWeim ] & Nomd  NimblelsCSiDisk..
& Normal  NimbleiSCSIDisk...
For infrastructure VMs and : g :“'“: :‘“’:“izgm:
orm Imolé | 11,
app VM OS VMDKs @ isCSrhootgodsle| @ Nomd  NimbleiSCSIDisk.. [
5q12012db & Normal  NimbleiSCSIDisk...
[ cllZkg ] & Nomd  NimbleiSCSIDisk.

Use PSP_RR to distribute 1/O across both paths

Block size 4K
Compression: ON
Cache: Disabled

Block size 4K

Compression: ON
Cache: Enabled

Nimble iSCSI Disk (eui.084f713c34b78c386c9c29002f3db6f5) Manage Paths | —R

Palicy
ath Selection: IF‘.ound Robin (VMware)
( Storage Array Type: VMW _SATP_ALLIA
\ /
—Paths
Runtime Name | Target LUM | Status | Preferred |
vmhba32:C0:T7:L0  ign.2007-11.com.nimblestorage:exchangedb-v18609ac8.. 0 @ Active (If0) |
[l vmhba32:C1:T7:L0  ign.2007-11.com.nimblestorage:exchangedb-v18609acS.. 0 @ Active (If0)
L]
[l
[
|
Refresh |
{ |
Mame: ign. 2013-03. com.ucs:host: 15-00023d000001,ign. 2007-11.com.nimblestarage :exchangedb-v 18609ac9edd6a 7e6.000. ..
Runtime Mame: wmhba32:C0:T7:L0 |
iSC5I
Adapter: iqr. 2013-03.com. ucs:host: 15
ISCSI Alias:
Target: ign. 2007-11.com. nimblestorage: exchangedb-v 13609aceddaa 7es. 0000000e, foba3d 2
N 172,18.127.103:3260 |
||
| |
Close I Help | l
= =
¢ Change default path IOPS to 0

10



Set iops=0 for
each volume

All volumes
should have
“iops=0"

3. vSphere:

e One VMkernel port for each of the iISCSI vNIC

Standard Switch: iScsiBootvSwitch

[} iISCSI-B Q.
vmka = 13
=] |5c51_ ' 9.

Remove... Properties...
o B vmnic2 10000 Full | G2
o BB vmnic1 10000 Full |53

rg) iSCSI-B Properties

General ] IP Settings ] Security I Traffic Shaping MIC Teaming

Policy Exceptions

Load Balancing: r |Q:-\

MNetwork Failover Detection: v |Link status only
Motify Switches: r

Failback: r |"'es

Failover Order:
W Override switch failover order:

Select active and standby adapters for this port group. In a failover situation, standby

adapters activate in the order specified below.

Name Speed Networks

Active Adapters

BB vmnic2 10000 Full 172.18.128.1-172.18.128.254
Standby Adapters

Unused Adapters

BB vmnicl 10000 Full 172.18.127.1-172,18.127.254

ety |
_voveomn |

(&7 iSCSI-A Properties

General | IP Settings Security | Traffic Shaping NIC Teaming

Policy Exceplions

:

Load Balandng: [ =l
Network Fadover Detection: ¥ [Link status anly =
Notify Switches: I [res ~]
Faibhack: I [re ~|
Fadover Order:

W Owverride switch falover order:

adapters activate in the order spedfied below.

Select active and standby adaphers for this port group. In a falover situation, standby

Name Spesd Netwarks

Active Adapters

B vmnicl 1000 Full 172.18.127.1-172.18.127.254
Standby Adapters

Unused Adapters

B vmnicz 10000 Full 172.18.128.1-172.18.128.25%

11




e Software iSCSI initiator binds to two VMkernel ports

r
@ iSCSI Initiator (vmhba32) Properties

i @

@ i5CSl Initiator (vmhba32) Properties

BT

General Metwork Configuration | Dynamic Discovery I Static Discovery I

WMkernel Port Bindings:

General Metwork Cenfiguration | Dynamic Discovery I Static Discovery I

VMkernel Port Bindings:

Port Group -~ | VMkernel Adapter | Port Group Palicy | Path Status | Port Group | VMkernel Adapter | Port Group Policy | Path Status |
& i5CSL-A (iscsiBootvSwite.  vmki & Compliant $  Adive 1§ iSCSHA(iScsiBootvswite.  vmkl & Compliant @ Adive
1§ iSCSLB (iScsiBootvSwitc.  vmk2 & Compliant & Active i) iSCSI-B (iScsiBootvSwitc.  vmk2 & Compliant & Adive
l . ] * 4 ([} | +
Add... Remove Add... Remove
WMkernel Port Binding Details: WMkernel Port Binding Details:
Virtual Network Adapter Virtual Network Adapter
WMkernel: vmk1 VMkernel: vmk2
Switch: iScsiBootvSwitch Switch: iScsiBootvSwitch
Port Group: iSCSI-A Port Group: iSCSI-B
Port Group Policy: @ Compliant Port Group Policy: [] Compliant
1P Address: 172.18.127.153 1P Address: 172.18.128.153
Subnet Mask: 255.255.255.0 Subnet Mask: 255.255.255.0
Physical Network Adapter Physical Network Adapter
Name: vmnicl Name: vmnic2
Device: Cisco Systems Inc Cisco VIC Ethernet NIC | Device: Cisco Systems Inc Cisco VIC Ethernet NIC
Link Status: Connected Link Status: Connected
Configured Speed: 10000 Mbps (Full Duplex) Configured Speed: 10000 Mbps (Full Duplex)

Close | Help |
Z|

o= | s |}

e Separate OS, Data, log into its own VMDK, dedicated virtual SCSI adapter,

and use vmnxet3 as the virtual adapter

i. For Exchange

12




Separate vSCSI
HBA for each VMDK

Separate VMDK
for OS, DB, Log

Separate vmnic for
MAPI and DAG
replication traffic

Separate
vSCSI HBA
for each

VMDK

Separate VMDK
for OS, DB, Log

-

[E=EES)

virtual Machine Version: &

B9 Network adapter2

Ll F LR S o

DAGReplication

F@ exchange2010 - Virtual Machine Properties
Hardware |Opﬁons I Resources I Profiles | vServices I
" Show All Devices Add...
Hardware | Summary |
Wl Memory 8192 MB
[d crus 16 |
Video card Video card
O = VMCLdsui i

O 0 SCSIcontroller 0 LSI Logic SAS

@ SC51 controller 1 LSI Logic SAS
1 controller 2

& Hard disk1 Virtual Disk
& Hard disk2 Virtual Disk

o = Hard disk 3 Virtual Disk

=> Current adapter:

- Adapter Type
VMXNET 3

Help |

0K | Cancel |

For SQL Server

[Z] SQL2012 - Virtual Machine Properties

[ESEER=)

Hardware |O|:|ﬁons | Resources | Profiles | VServices |

SCsI controller 1
SCsI controller 2
= Harddisk2 Virtual Disk
=l _Hard disk3 Virual Disk
@ co/ovD drive 1 [Templates] sql2012/e...
BB Network adapter.. VM
& Floppy drive 1

Client Device

™ Show All Devices Add... | |
Hardware | Summary |
Wl Memory 4096 MB |

CPUs 1

Video card Video card

VMCI device Restricted

SCSI controller 0 LSI Logic SA.

-Adapter Type ——————————————

Curren

Virtual Machine Version: 7
—Memory Configuration

- Memory Size: I 43: GB ~

=]

t adapter: WMXMET 3

Help |

oK Cancel

13



iii. For SharePoint

g = —
(&) Sharepoint2013 - Virtual Machine Properties =HNC X
Hardware lOpﬁons ] Resources ] Profiles ] vServices ] Virtual Machine Version: 7
[ Show All Devices Add... | SLANLINTLEr TR
Hardware Summary
eparate W Memory 8192 MB 5CSI Bus Sharing
vSCSI HBA i cpus 4
for each |;| Video card Video card
VMDK O | &_VYMCI device R_x;strided .
L SC5I controller 0 Ls)Logic saS
i SCSI controller 1 LSl Logic SAS |
= Hard disk1 Virtual Disk
Q—, CD/DVD drive 1 [DEPOT] Software/Micr... - l; b
apter Type
m Network adapter1 |y —reey Current adapter: VMXMNET 3
Separate VMDK for { é Floppy drive 1 Client Device
OS and Application = Hard disk2 Virtual Disk o
Help oK Cancel
|

4. VM Guest OS:
e If upgraded from Windows 2003, be sure to align the VM (change partition
starting offset to be divisible by 4KB)
o NTFS allocation unit size for data/log partitions should be 64KB

Chapter 3 Data Protection
Infrastructure Protection

¢ Backup UCSM configuration on a regular basis (service profile templates, service
profiles, all environmental configurations for the Fabric Interconnect), especially after
changes have been made (for example, modification to service profile, configuration of
ports/VLANSs in the Fabric Interconnect)

14



 Cisco Unified Computing System Manager - UCS-Fabric
Q @ Dnew- | [&4 Options ‘ 9 O | A Perding Activities | Exit
== B2 Al

Backup and Export Policy

B 7a Faults, Events and Audit Log
i " Faults
T Events
T Budit Logs
Ta Syslog

; Care Files
i--| g TechSupport Files

e T Settings

=8 ﬂ User Management
[ [ Authentication
- & LDAR

& RADILS

- (5 TACACS+

El g User Services

[+ @& Locales
Locally Authenticated Users

L Remately Authenticated Users

Roles

B Key Management

i P KeyRing default

=3 E Communication Management
45 Call Home

Communication Services
DMS Management

A Management Interfaces

- [ Ucs Central

B Stats Management

=B Collection Palicies

E Callection Policy adapter

E Collection Policy chassis

- & Collection Policy fex

&) Collection Policy host

- B Collection Palicy port

L. & Collection Policy server LI

] ﬁil[ﬂl?

Save Changes | Reset Walues |

> R - R S

e Backup ESXi sever boot volumes and infrastructure VMs (including Sharepoint Web/App
tier) by placing all boot volumes into a single Volume Collection with daily shapshot
(NOTE: No snapshot synchronization is needed as crash consistent snapshot is all that's
needed)

~—— M
Infrastructure

ESXil boot _ Infrastructure VolCol
- » (daily snapshot)

ESXi2 boot

15



Application Protection

o Ensure application consistent snapshot can be taken through Nimble and VMware
integration

o Exchange

Mailbox Database 1571673474 Properties B

Mware Snapshot Provider Properties {Local Computer) [ %]

General Mairtenanes |Lms | Ehantﬁs{tingsl General | Log Unl Hewvewl DeDendEnmesl

I” Joumal Recipient
Service name:  vmvss

I ml Display name: Muwsare Snapshat Provider

Mairtenarce schedule Description FIMwale Snapshot Provider

IHun daily from 1:00 &M to 5:00 AM j Customize..

[¥ Enable background database maintenance [24 % 7 ESE scanning)
™ Don't mount this database at startup | .
VVolume Collections > Exchange2010 { 3

Lelv |

™ This datahase can be avenwiitten by a iestore Status Snapshots Replication
¥ Enable circular logging -
Edit... Take Snapshot Collection Delete Demote Handover... Validate Wolumes: 2 Total Usage: 208 TB Free: 3.34TB

PROTECTION STATUS ASSOCIATED VOLUMES

YNCHRONIZATION

VMware vCenter

Last Snapshot Time 07/22 01:01 AM
Volume/Clones
Server Next Snapshot Time 07/23 01:00 AM ExchangeD
. xchange
Application WA Last complete replication  Unknown
Username nimble\administrator Exchangelog
Password (an file)

v "DAILYEXCHANGE" PROTECTION SCHEDULE

Snapshot every 1 days
1:00 AM

Time
~—— REPLICATION PARTNERS On the following days sun, Mon, Tue, Wed, Thu, Fri, Sat

Number snapshots to retain 7 (on mkig-cs02)

Name Direction  Status VMware vCenter e
Synchronization enable
HNo items to show
Replicate to None
Verify backups /A

1. For simplicity, each Exchange mailbox database is configured with circular
logging

NOTE: The ability to perform log truncation is provided through add-on
products such as Commvault Simpana with Nimble Storage integration or
vSphere Data Protection

2. VMware VSS integration is used to properly quiesce Exchange database for
application consistent snapshot

3. VMware vCenter Synchronization is used for the Exchange Volume
Collection (the volume collection contains both Exchange database and log
datastores)

o0 SQL Server

16


http://info.nimblestorage.com/rs/nimblestorage/images/NimbleStorage_CommVault_DataSheet.pdf
http://www.vmware.com/products/datacenter-virtualization/vsphere-data-protection-advanced/features.html

. Database Properties - D52

Select apage

=lol|

L8 Seipt - | Help

Mware Snapshot Provider Propetties {Local Computer) [ x|

General |Log Dn| Hecovewl Dependencies|

Lol

A General
A il
Y £ Caollation: SQL_Ls G = Service name:  wmvss
& Filegroups
f Options IS\mp\e j Display name: (EMware Snapshat Provider )
| Change Tracking -
1 Pemissions Compatibility level ISQL Server 2012 (110} ﬂ Description F/M ware Snapshat Provider
14 Extended Properties Containment type: INone j
14 Mimoring Oth
12 Transaction Log Shipping _ef T
Volume Collections > SQLCollection 4 3 } =
Status Snapshots Replication
‘ Edit... ‘ Take Snapshot Collection Delete Demote Handover... Validate Volumes: 2 Total Usage: 257.4 GB Free: 3.34 TB
SYNCHES PROTECTION STATUS ASSOCIATED VOLUMES

Application
Username

Password

REPLICATION PARTHERS

Name

(0}

VMware vCenter 07/22 12:00 AM

07/23 12:00 AM

Unknown

Last Snapshot Time
Next Snapshot Time

Last complete replication

nimble\administrator

Volume/Clones

sgl2i12

sg(2012log

Sun, Mon, Tue, Wed, Thu, Fri, Sat

(on file)
¥ "DAILYDBBACKUP" PROTECTION SCHEDULE
Snapshot every 1 days
Time 12:00 AM
On the following days
Number snapshots to retain 10 (on mktg-cs02)
Direction  Status
VMware vCenter bled
Synchronization snable
Ho items to show
Replicate to None
Verify backups /A

1. For simplicity, each SQL database is configured with simple recovery mode

NOTE: The ability to perform full recovery is provided through add-on
products such as Commvault Simpana with Nimble Storage integration or

vSphere Data Protection

application consistent snapshot

volume collection contains both database

Sharepoint:

VMware VSS integration is used to properly quiesce SQL database for

VMware vCenter Synchronization is used for the SQL Volume Collection (the

and log datastores)

The Sharepoint Web/Application tier VMDK resides in the Infrastructure volume
which is backed up daily. Note the Sharepoint database is backed up through

SQL Server volume collection

17



Chapter 4 Operational Management

In this chapter we will highlight tools and integrations that help making deployment and
operational management simple and easy.

Server Deployment with Cisco UCS Service Profile

A custom UCS Service Profile template was created for vSphere. It creates a standard for

deploying the vSphere environment serving business critical applications, and simplifies
scalability expansion down the line. We created two service profiles based on this ESXi

template, apply it to each blade, and then modify the boot target for each server. Thatis it — all
subsequent servers that will be added to the environment serving business critical applications
will follow the same steps. Here's what the service profile template looks like:

For vNIC

Cisco Unified Computing Sysbem Manager - UCS-Fabric

Fault Summary

e

8

L

= ESew-:encﬁe Tesglates
= g roet

A

booting ESXi
from Nimhble

ISCSl whIC for

vl Cs for wirtual
maching traffic

4
V & A l| Q@ 0 New * | [ Optiors 0 @) et
1 8 @ |>> [ service Profie Tempistes + ) roct * B Sub-Organizations *  Techiity » [ Service Template ESUS 5CS1_Boct
Ecqupment. [ Servers | Lo | et | v | adie Gererd | Sorags [0 5051 WIS | Book Order | Pobicns | Events | Pt
R v Frofle Tenchs_ gr Dynamic ¥NIC Connection Policy
S ch I
1 Modfy NICHHEA Placenent
= b Subrrgericatens Nthing Selected
S ) Ubeary
A S Ongurizsices LAN Connectivity Pobcy
o [l Service Template 251Bock_Templsts LA Cenvactivity Poley: | cret st -
| S Depancabors LA Conmmctiviy Polky Instance:
Todity Croshe LA Connctivity Pokc
[l ervice Template E5G5 a o
wNILs
=l 5031 vhIC 6CST BoatA -,
| -@iscet vuc scstets 8, Fhor| o+ Exgart i o
W s Name | HAC Adkdress Desred Ordar | Akl Crdse Fabric ID
=G < WICQUSTER Deirved 4 Urepectid At
=l VNI CorpLa Darrvad 0 Unspeciied 48
=0 IC v Derrved 3 Unspecfind AB
=il NI VH2 Dertvad 13 Unspeciied AB
-l WNIC BCSA Derrved ] Linspectind A
=l NIC 5CS1B Deitved 3 Unspeciid B

VNI Cs for ISCS 4

iISCSI vNICs settings for Boot-from-SAN

18



| set iscst ot Parameters ]
Set iSCSI Boot Parameters

ik ) | o Fiter | e Bt i Pt  Set iSCSI Boot Parameters

DB a2

8 CDRom
= Lo
S oot ocioena

e Al: subnet A for iISCSI boot vNIC A
e A2:iSCSI Discovery IP address for Nimble Array
e B1: subnet B for iSCSI boot vNIC B
e B2:iSCSI Discovery IP address for Nimble Array

Storage Management with Nimble Storage vCenter plugin

Don’t want to toggle between different Uls to perform storage related tasks? Just stay in
vCenter Server. Nimble Storage plugin allows for new datastore provisioning, cloning, resizing,
shapshotting, and monitoring performance statistics, space usage, and compression savings:

19



Nimble San Jose

Getting Started ' Summary | Virtual Machines | Hosts ' Datastores andDatastore Clusters ' 1P Paols ' Performance | Tasks &Events ' Alarms | Permissions ' Maps ' Storage Views: Iy Gige!l)

Datastore: | Sizg Read I0PS* Compression  Backup Opt  Storage Usage |
Tolsl datastores: 1 @ ExchangeDB 2018 0 0 0 0 151 189 Llﬂpo
Usage! 364TH @ Exchangelog 20T 0 0 0 0 114 1.2 4735768 O
Free: 34T @ Infrastucture 15T 3 i} 0 0 171 20% 4143968 P erf ormance
8 v 1078 1 1 1 1 167 A 122,168 /Space
@ bizpoivrep 00 0 0 0 ) one N 518 monitoring
@ bizzppsqlach 20,068 0 0 0 0 280 N/ 556,18 M8
- @ bizzppegBogs 20,068 0 1 0 0 463 N/ 30,428
@ 15CSI-boot-godzliz 100068 0 0 0 0 107 13 43257V
@ hoot-esk514 100068 0 0 0 0 1 114 837.1v8
@ 2012y 800,068 0 5 0 0 1888 195 2116668
@ 5920120 500.0 GB 0 1 0 0 187 191 918968

* Berfarmance measured over 5 minute period

Operational Management with vCenter Operations Manager

After the environment has been deployed, use vCenter Operations Manager to monitor health,
workload and faults in the infrastructure. Good practice is to pay attention to any red icon(s) for

Health, Workload and Fault badges, as well as “Alerts”:

vmware vCenter Operations Manager

«|9|s 8 g
4 () world
4 (7] Nimble SJ Biz App vCenter
4 [y Nimble San Jose
]
P B bizappesx4 sedemo.lab
B pEpoT
[ ExchangeDB
[ Exchangeiog
[ Infrastructure
B IntenalssD-14
[ Templates
EREE
] Views2-1cs01
3 bizappVMswap
[ bizappsal0sdt
[ bizappsaldsiogs
[ iboot.esx51-4
E sql2012db
[ sqi2012i0g
Analytics VM
{p Sharepoint2013
{3 SharepointDBServer
& uvm
‘exchange2010
B vCenterServerst
3 B godzilla sedemo lab

BizApp | Actions +
Environment | Operations  Alerts

Overview | Relationships

Health Workioad Faults

WORLD (1of1)

CUSTOM GROUPS (2 0f3)
VCENTER SERVER SYSTEMS (10f1)
DATACENTERS (1 0f 1)

CLUSTERS (10f1)

HOSTS (20f2)

VMs (3079)

DATASTORES (13 016 )

SRR RRRES
SRS SRR B RERE

You could also leverage the Group view functionality to look at the current health and workload

status of all the VMs by their grouping folder:
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NOTE: It is recommended to create a custom group with all Nimble Storage datastores. Doing
so allows for quick overview of the health and workload status of the Nimble array volumes.
Nimble InfoSight could then be used to look at deeper statistics based on heartbeats sent from
the array.

vmware vCanter Operations Manager ) | Confoumion | hefcatiens | lieip  Abow  (CRRENT)

—_—

TN R | ) Busionss Apps. | Ackns >
Department Environment | Operations  Alerts -}
‘Emvirnment 1
£ M Ay Biz g Voo v 1
Pt e
7 [Besinem fp] show A Relaerntin v
| 2 InFastuctuee
fasini HoEaaate
Secerity done
Serviee Lewel Obhjecsve

l‘inslnp.:;s Apps
|

L

il “hl e
l ~| 1 e =

SharepointDBServer exchangenodeb exchange2010 Sharepoint2013

Lusness Apps
e of Memzers) 4

Tipe Folder

Updiie Membershy asagier Marages

vmware vCenter Operations Manager

«“ ij|.;3|a > Business Apps | Actions ~
Department Environment | Operations | Alerts
a4 Environment
3 Nimble Array Biz App Volumes ‘ Details |
a Folder ———
o
g \nfrastructure Ee Health (Custom Group : Business Apps) Population Distribution Over Time
Function 100%
Location
Security Zone
Service Level Objective
& Hours Ago Time
MNORMAL: Not calculated yet
ot calculated ye Maw W100% Ho% 0%
Top Offenders
Object Name Type Health Workload Faults
{ exchange2010 VM 93 7 0
88 B — ] 0

[ ]
{3 Sharepoini2013 VM ]
[ ]
[ ]

{f SharepointDs . VM 89 PAMTVATIW 1) - o
{3 exchangenodeb VM 93 7 0

Deep Data Analytics with Nimble InfoSight

It is a good practice to regularly monitor Nimble InfoSight for storage health, availability,
performance, data protection reports based on heartbeats from the array:



Wellness tab shows alerts from the array (both hardware and software), as well as support
cases that have been open automatically based on criticality of the alerts:

Downloads | NimbleConnect | Feedback | Help

< nimblestorage  InfoSight”

Company \Nimble Storage TechMktg

Assets Wellness Capacity Volumes Performance Data Protection Dashboard

Your Wellness Overview ] Show hints

This page was last updated on: Jul 29 2013 12:49AM local time
-
Event Summary -
Urgent Important For Review
Arrays 1

Volumes - vents are shown from the last 7 days.

() Show all events
@ Hide closed events

Snapshots 2,288

Capacity tab shows current array space utilization, as well as projection of when the array would
run out of capacity:

Downloads | MimbleConnect | Feedback | Help

< nimblestorage  InfoSight”

Company Mimble Storage TechMktg

Assets Wellness Capacity Volumes Performance Data Protection Dashboard

Your Capacity Usage History and Forecast ] shownints
Percent of Array Used
100 100
sanjose-cs220
AA-100267 50 50
8220
V] V]
100 100
london-cs220
AA-100270 50 50
Cs220
0 0
100 100
mktg-cs01
AA-100561 50 50
CS440G-X4 -
0 0
100 100
mktg-cs02
AA-102057 50 .
C5220G-X4 JM_
0 0
100 100
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Performance tab shows CPU and cache utilization of the array, as well as average read and
write latency based on heartbeat sent by the array:

Downloads | NimbleConnect | Feedback | Help
- . ™
< nimblestorage  InfoSight
Company \Nimble Storage TechMktg
Assets Wellness Capacity Volumes Performance Data Protection Dashboard
Overview AC-102167
Your Performance stonnats
Recommended Cache Size (as a percentage of existing) -’ Recommended CPU Size (as a percentage of existing) -
100%
40%
B0%
20%
0% 0%
Jan 26 Feb23 Mar 23 Apr20 May 18 Jun 15 Jul 13 Aug 10 Jan 26 Feb23 Mar 23 Apr20 May 18 Jun 15 Jul 13 Aug 10
Week Ending [2013] Week Ending [2013]
.. Recommended . Recommended Size Marginal Cache . Recommended Size Marginal CPU
Array model,
where applicable I insufficient Cache Sufficient Cache M insufficient GPU Sufficient CPU
- i -
Small Random Read Latency (ms) -/ Small Random Write Latency (ms) -/
sun sun
Mon — Mon - .
Tue = Tue || -
Wed || Wed — |
Thu | | | ] Thu | | = ||
Fri = BN | ] Fri — = =
Sat Sat
May 18 Jun 01 Jun 16 Jun 28 Jul 13 Jul 27 May 18 Jun 01 Jun 15 Jun 28 Jul 13 Jul 27
‘Week Ending ‘Week Ending
Latency (ms) 000 [T 20.00

Data Protection tab shows snapshot/replication configuration for each volume within the Nimble
array:
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<z nimblestorage

InfoSight™

Performance

Downloads | NimbleConnect | Feedback

Help

wen -

Company |Mimble Storage TechMktg

Dashboard

Coverage

Legend
|:| MNotConfigured
B ok

B Replication Partner

Array

Performance Policy
(Al

4K-nc
archive-32k-nc
autol

Default
Exchange
Hyper-v CSV
I0meter-4K-AC
I0meter-BK-AC
I0meter-32K-AC
iSCSkBoot
LogFiles

Oracle
oradb-4K-AC
oradb-AC
oradb-normal

oralogs-8k-nc
oralogs-nc
seguential3zk
SQAL Server 2012
SOL Server Logs
SOLServer
Wiware ESX
[¥] vMware ESX 5

Volume Collection

[F] Show hints 4

Volume

Array london-cs220
Array mktg-cs01
Array mktg-cs02
Array mktg-cs03
Array mktg-csd60gx2
Amay sanjose-cs220

IOMETER
1S0-Library
jm-Inx-cs58-vall
Jm-unx-sol11-voll
jm-wns-2012-hve
Knopp01-LoadlO-Volu.
LiveDemoVal
MC-clone-031213
MC-test-1001
MC-test-1003
MM-Jump1-Perf
MM-VOI-Example
newSJProduction
ME-AustinData
MS-AustinLogs
NS-Commvault

m

ME-Commvault-Backups
N3-DB-Delete-Me
NS-Exch-4
M3-Exch-DB-KrollTest
N3-Exch-DC
MNS-Exch-Rec-Databas.
NS-Exch-Rec-Logs
NS-Files

0000000000000 0000O0 O (Releaton

oOC0

OO0 OOOOOOoOoOoOOoOCOOO0O0O 0O 00 (snapshots

1

Coverage Planning

24



Dashboard tab shows summary reports of space savings through compression, data protection
level for each volume, snapshot retention duration as well as upgrade recommendations based

on workload

Downloads | MimbleConnect | Feedback | Help

< nimblestorage  InfoSight

Company Nimble Storage TechMktg

Assets Wellness Capacity Volumes Performance Data Protection Dashboard

Executive Dashboard ] Show hints o

Space Savings

-
) ) -

15. iB 350.57 TiB
Nimble Feature Space Savings
Compression 1228 TiB
Space used on your Space Savings = 96% Thin Provisioning 33508 TiB
Nimble Storage arrays Zero Copy Clane 319TiB

_ . o

Equivalent space needed on traditional arrays

Data Protection

Performance Policy Category

-
RPO -/ . Custom
5 . Exchange
B nimble Default
. Oracle
sQL
g ¢ |
= Viware
o
w
o
2 68.7%
0 100.0% 96.8% 100.0%
00:01:00 00:02:00 00:05:00 01:00:00 1 day T days Other

Schedule Intervals

Summary

When you virtualize business critical applications such as Microsoft Exchange, SQL and
SharePoint, be sure to design the architecture with the four key pillars of requirements in mind:
availability, performance, data protection and operational management. This document
highlights the key design principles and best practices that address the requirements from alll
four pillars. Virtualize with confidence using SmartStack, powered by Cisco, VMware and

Nimble Storage.
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Appendix A: Build of Materials (B.O.M)

Vendor Component Model(Quantity) | Software/OS Version
Cisco UCS B200 M3 Blade 2.1(1e)
Server(x2)
UCS Fabric Interconnect
6248(x2)
Nimble CS220G(x1) 1.4.6
VMware vSphere ESXi (Standard) 51
vSphere vCenter Server 51
(Standard)
vCenter Operations Manager 5.7
Note:

The B.O.M listed above is a reference design of an environment capable of supporting 500+
users with business critical applications. Customers and partners are welcome to use different
models of equipment from Cisco for compute, and Nimble for Storage. For example, Cisco
UCS C-series rack mountable servers or other blade models, and a Nimble CS400 series could
be used in place of the CS200 series, depending on the workload and capacity needs.

Appendix B: Validation for 500-User Business Critical Applications

Environment

High Level Environment Overview:
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‘ . Microsoft*

. Exchange
Microsoft \
SQLServer

E:) SharePoint

Exchange 2010:

vCenter Operations Manager

VMware vCenter

VMware vSphere
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~—. Microsoft*

-~ Exchange

VM

Exchange LoadGen VM

‘ 250 mailboxeB
M

Mailbox DB 1 Mailbox DB 1

Mailbox DB 2
| (c?t py) | (copy)
| T
| - 4 |
S |
Mailbox Database 1571673474 Properties Ed | Mailbox Database 0862222540 Properties E3
General | Maintenance | Limits | Client Settings | General | Maintenance | Limits | Cient Settings |
Database path: E:\Program Files\Microsoft\Exchange Server\v1 4\ Database path: E:\Program Files\Microsoft\Exchange Server\V14\k
Last full backup: Last full backup:
Last incremental backup: Last incremental backup:
Status: Mounted Status: Mounted
Mounted on server: EXCHANGE 2010.nimble. sj Mounted on server: EXCHANGENDDEB.nimble.sj
Master: nimbledag Master: nimbledag
Master type: D atabase Availability Group Master type: D atabase Availability Group
Modified: Monday. July 22, 2013 2:08:37 PM Modified: Monday. July 22, 2013 2:09:04 PM
Servers hosting a copy of this database: Servers hosting a copy of this database:
EXCHANGE2010 EXCHANGENODEE
| EXCHANGENONER J EXCHANGE2010 J
B Mailbox
Database Management Database Availability Groups | sharing Policies | Address Lists | Retention Policy Tags | Retention Policies | Offline Address Book |
___| ¥ CreateFilter
2 | [Mame = ([ Member servers 1 |_Witness Server 1 | witness Directory | B I
nimbledag \_EXCHANGENODE, EXCHANGEZ010 ) UvcenterserverS1.nimble.siJ ci\dagshare

™ nimbledag
Networks l

= Q DAGNetwork01
Q;Reph:ation Disabled

= ' DAGNetworko2
'@ Replication Enabled
S| .;'.'gsubnets
172.21.0.0{19 g Up
[+ &* Network Interfaces
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SQL 2012 and SharePoint 2013:

) =
E} SharePoint

Microsoft
SQL Server
,F:—:—i—sj\ =
== [— DVDStore SQL Load Driver VM
VM J VM DVDStore DB
vCenter Server DB
SQL2012 Infrastructure $QL2012 Application f@
SharePoint DB
S

MyNimble Intranet
Powered by SharePoint

- Web/App Tier

In case you are wondering how the SmartStack solution performs with real applications, here
are the details of the validation:

In short, the physical servers, VMs hosting the applications, and the Nimble CS220G array did
not show any signs of resource starvation. The environment could definitely take on additional
workload. We leverage vCenter Operations Manager to determine the impact of running all
workloads simultaneously, and here are the results:

Summary of observations:

e Mixture of Exchange, SQL and Sharepoint workload shows both random and sequential
read and write, with bursts of up to 15000 IOPS

¢ The SmartStack architecture is well equipped to handle the mixture of workloads without
signs of resource starvation for CPU, memory, network or storage (as shown in vCenter
Operations charts below)

¢ Nimble CS220G array shows average latency of under 2 ms for both read and write 10

Details:
Application Validation Tool Workload Profile
Microsoft Exchange 2010 LoadGen Version 500 1GB mailboxes (250 in

14.01.0180.003 each DAG node with cross
replication); Outlook 150
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action profile (150
messages/day); total of 10
hour test simulating 8 hour
busy work day

Microsoft SQL Server 2012 DVDStore Version 2.1 Large DVDStore database
with 1 million customers and 2
million DVD products

Microsoft Sharepoint 2013 Nimble Storage employees Day-to-day cross functional
usage of Sharepoint farms for
page creation, modification,
file upload and sharing

NOTE: Validation was conducted with all three workloads running simultaneously
Results:

Exchange LoadGen Test Report

Microsoft Exchange Load Generator 2010 & dows e yem
_______________________________________________________________________________________________________________|
LR View Load Generator 2010 Report
O Statanemiest
L] . |
s Microsoft Exchange Server Load Generator
See b
= . - Test Resuk Summary
- mmsmm Result: Succepded
B Aowi ExchingsLiad rTopology Conflguration
Generai 2010 larget forest: NIMELE

Total numbser of user groups: 1
Total number of users: 500
Total number of distribution lists: u
Tolal number of dynamic distribulion lisls: ]
Total number of contacts: 0
Total numbser of extemnal recipients: o

Simulation Statistics

Simulalion slarted: 7/23/2013 12:15:49 &M
Scheduled rum length: 000 LOH: 00M: 005
Actual run length: 000 10H: 00M-005
Slrusy mode: Fale

Kemote: Iaise

Load Generstor Status
* Hee ot e o erenor e oy e e g it sciped e, sk e e e b e e

Type Name Task Fxceplions Task Quene Length Task Skipped Tasks Completed Task Dispatched
Master EXCHANGELOADGEN 0 o o 113135 113125
- UserGroups
Name Succecded Clicnt Iype Action Profile User Count Tasks per User Lay lasksUompleted

B Usertaroupt Surcepded Outlook 7007 Online Outlook_150 500 181 13

Expanding on the Usage tasks completed
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View Load Generator 2010 Report

Nami Succeeded client Type Action Profile User Count Tasks per User Day TasksCompleted
B sentroupl Succended Crathook 2007 Online Outlook_150 500 181 113125

H Active Users Statistics
|N:{im User Count |0||la!iur|
|s00 |10:00:00

Bl Task Execution Statistics
Task Name Count |Actual Distribution{®w) Config
AddPublc DebegateTask o a 1}
BrowseAddressBookT ask o o o
BrowseCakendarTask B15% |7 7
BrowseContactstask BEYY  |B &
BrowsePublic FolderTask o o o
BrowseTasksTask 581 o o
CreateContactTask 646 o o
CreaterolderTask o o o
CreateTaskTask 630 o o
DeleteMalTask o o o
DownloadOabTask 606 o o
EditRubssTask a ] ]
Edit Srrart FollersT ask 602 o o
ExportMalTask (1] 1] (1]
InitializeMailboxT ask o o o
LogoffTask 1898 |1 1
LogonTask '] 1] a
Makeappalntment Task 655 1] (1]
ModulenitTask 1 0 0
MoveMallTask o o o
PostFraeBusyTask 2980 |2 2
PublicFolderost Task o o o
PublishCertificatesTask o o o
ReadandProcessMessagesTask 74964 |66 66
RequestMaetingT ask 1890 |1 1
SearchTask o o o
SendMailT ask 13108 |11 11
ViewContact DetailsTask o o ]

DVDStore Results

e Total test run duration: 36018 minutes (~10 hours)

e Total transactions completed: 1892280 orders

e Total new customers added: 378376

e Total number of browse during run: 5677543

e Total number of purchases: 1892280

e Average latency per second to login to DVDStore: 6 millisecond
e Average latency to add new customer: 1 millisecond

e Average latency to browse catalog: 1 millisecond

e Average latency to purchase: 9 millisecond
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Final (7723720813 108:22:10 AM): et=36018.9 n_overall=1892280 opn=3152 rt_tot_last
_max=220 rt_tot_avg=18 n_login_overall=1513964 n_newcust_overall=378376 n_hrous
_overall=5677543 n_purchase_overall=18922808 rt_login_avg_nsec=b rt_newcust_avg
sec=l rt_hrowse_avg_msec=l »t_purchase_avg_msec=9 rt_tot_sampled=16 n_rollbacks
overall=s11 rollback_rate = #.B

hread B: exiting

ontroller (7/23/2013 10:22:11 AM): all threads stopped, exiting
_purchase_from_start= 1894362 n_rollhacks_from_start= 511

Run over

Sharepoint Access

Nimble employees across HR, Engineering, QA, Product Management, Marketing, IT and Sales
all had access to “MyNimble” (Nimble’s intranet backed by Sharepoint 2013 with SQL 2012
back-end). All team members were able to access various intranet pages, upload and edit
shared documents, while Exchange Loadgen and DVDStore workloads were running on the
SmartStack.

MyNimble Home Company + Search MyNimble Core Team Blog Sites

HR

Engineering
Finance

HR

HR Calendar

Guides nl ble
. - W 1 ?
What's Happening in HR? New To Nimble?
Visit our New Employee page where you cal
New Employees Our First Body Wellness Initiative launched on 3/13/13! If you had a chance to enjoy an on-site massage, please give us your feedback If
Manager Resources you did not have a chance to attend, the massage team will be back monthly. Look out for an email each month to sign up here! ® Visit our new employee resources center
) # Find fun things to do in the area

B Our first Nimble Night took place at the San Jose Sharks Tank where the Sharks beat the Canucks 3-2! For those of you who attended and ool Yo
. ; A ; ) N ® Get connected with other new employees
Contact Us had a great time (or those wha could not make it...) look out for our next Nimble Night email! For mare information see our Events page.

HR Insider Homepage

. Are vou a member of the eam? Visi e Insider Page - . .- T -
Are you a member of the HR team? Visit the HRInsider Page. Looking for benefits Informatio

Legal

Marketing I I R e Visit our Employee Benefits page where you can:

Operations * Watch quick benefit videos

Sales ® ook up benefi ns information
a tonk = Wime
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BROWSE  PAGE

Nimble TME Playground

Libraries

ats g Welcome to the Document Center

FRecent S | Lo this site to create, work an and store documents. This site can become a colisborative repasitary for authering detuments within a team, ar a knawledge base for documents acrass muliple teams.

o
Decumests N |
Tasks |

Site Contents

Newest Documents
@ VOLbostcamp séssion 2 3
Q¥ Vol baatcamp sessicn L
D caclio
= pent
Bl aitare

B wenster

Resource Utilization

ESXi Serverl Resource Utilization:

vmware vCenter Operations Manager

4 @ World
4 vCenter Biz App
4 Mimble San Jose
4 [J BizApp

- |, [bizappesx4 sedemo.iab]

4 godzilla.sedemo.lab
ExchangeDB
Exchangelog
Infrastructurs
bizappvYMswap
iSCSl-boot-godzilla
sql2012do
sq2012Ieg
SQL2012
Sharepoint2013
exchangencdeb
vCenterServers1

E55 6 I DM IMmEm

2|

Dashboard

Modified By Me
= bert

B airface

Environment Operations Planning

M Events | All Mefrics |

@ Workload (Host : bizappesx4.sedemo.lab : Running)

&5°

MNORMAL: Mot calculated yet
BOUND BY: CPU
UP SIMCE: 5:52:31 PM

S
Moty
Workload
CPU 0000 ] 5%
MEM [ | ] 5%
DISK 1/ [ | | 4%
MET 1/ [ | | 12%

ESXi Server 2 Resource Utilization:
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vmware vCenter Operations Manager

4 () World Dashboard

Environment Operations Planning

4 vCenter Biz App

4 [l Nimble San Jose | Defails | Events | All Metrics |
a [J BizApp
4 bizappesx4.sedemo.lab [} Workload (Host : godzilla.sedemo.lab : Running)
4 [1, [godzilla sedemo lab]
[ ExchangeDB

[E] Exchangelog

(] Infrasiructurs

[ bizappYMswap
E iSCSl-boot-godzilla
] sai2012db

£ sal2012log

@ SQL2o2

@ Sharepoint2013

&5

MORMAL: Mot calculated yet
BOUND BY: Net 11O
UP SIMCE: 5:52:31 PM

st
@ syt >
Workload
CPU I | 3%
MEM I | 1%
DISK 110 I | 1%
|2l NET 1/0 | | 5%

Exchange DAG node 1 Resource Utilization:
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vmware vCenter Operations Manager

[ ExchangeDB Dashboard Environment Operations Planning

[ Exchangelog

5 Infrastructure | Defails | Evenis | All Metrics |

E Internal330-14
] Templates ([ Workload (VM : exchange2010 : Running)
(] vslcsi2

(] ViewS2-1-cs01
[ bizappVMswap
[ bizappsqldSdb
[ bizappsgl0Slogs
] iboot-esx51-4

3 sai2012db
MHORMAL: Mot calculated yet

] sal2012l0g BOUND BY: Memary

(p Analytics VM UP SINCE: 5:52:31 PM

@ SharepointDEServe

RN ] =0 L
@ biz&ppDCiSanJose’
4 [} godzillasedemo.lab Workload
[ ExchangeDB CPU [ | | 4%
[ Exchangelog
[ I

3 Infrastructure MEM 27%

[ bizappVMswap - ISk 110 [ I 1%
4/ L
| 2 MET I/0 I | 1e%

Exchange DAG group node 2 Resource Utilization:
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vmware vCenter Operations Manager

[ bizappYMswap

Environment Operations Planning
] bizappsgl0sdb

3 bizappsqlDslogs | Details | Events | Al Metrics |

] iboot-esx5i-4
E 5ql2012db @, Workload (VM : exchangenodeb : Running)

£ sql2012l0g

MNORMAL: Mot calculated yet
ECUND BY: Memory
UP SINCE: 5:52:31 PM

Dashboard

% Ul
@ biz&ppDC(Sandose’
@ exchange2010

P @ godzilla.sedemo. lab
[ ExchangsDB
[E] Exchangelog
(] Infrasiructure

[ bizappVMswap “‘Ea-,auf_s
E iSCSl-boot-godzilla
] sal2012db
£ sgi2012I0g Workload
@ SaLzmz2 CPU I ] 3%
@ Sharepoint2013
D [changenodes] | v - e
@ vCenterSernversl I [ I 1%
4/ L
“@ MET 1/ I ] 1%

SQL DB serving DVDStore and Sharepoint databases Resource Utilization:
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vmware vCenter Operations Manager

1 SharepointDB Server Actions -

] bizapp\VMswap

Dashboard

Environment Operations Planning

] bizappsql0&dh

] bizappsgl0iogs

] iboot-esx51-4

B sql2012db

B sai20i2ieg

@, Analytics WM
[SharepointDBServe

@ Ul

@, biz&ppDCiSandose’

@ exchange2010

P @ godzilla.sedemo.lab

[ ExchangeDB

[ Exchangelog

(] Infrastructure

] bizapp\VMswap

E iSCSl-boot-godzilla

B sql2012db

£ saql2012log
sSQL202

@, Sharepoint2013

@ exchangenodeb

@, vCenterServerst  w

4| »

| Defails | Evenis | All Metrics |

@, Workload (VM : SharepointDB Server : Running)

@z

NORMAL: Not calculated yet
BOUND BY: CPU
UP SINCE: 5:52:31 PM

o
Foryrg
Workload
CPU I | 7%
MEM 00000 ] 5w
DISK D [ | | 5%
MET li0 [ | | 11%

Nimble Storage CS220G Array IOPS and Latency chart:

37



I0PS

s Read —Nrite
16K 4
12K 4
[1y]
=%
E BK
Ak
|
W Syt ety indegrefion il sl g e R
11:30FM 11:37FM 11:34FM 11:41FM 11:48FM 11:55FM 12:024M
bug OB Beg OB Bug OB bug OB Bug OB Bug OB Mg OB
AVERAGE LATENCY
= Razd — it
10-|
81
4
2
0= T T T T T T
11:30PM 11:37PM 11:34PM 11:41PM 11:-4EPM 11:55PM 12:02aM
Pusg U Pug OB Pug OB Pusg OB Pug OB Pug OB Pug O

Average IOPS

Average msec

16K -

12K 4

BK -

4K 4

10
8.
5

ke

ol s

[JrRzndom Read

O seq Read

[0 Rzandom Write

B s=q Write

O read
B write

38



Nnimble

2740 Zanker Road, San Jose, CA 95134
Phone: 877-364-6253; 408-432-9600
Email: inffo@nimblestorage.com
www.nimblestorage.com

© 2013 Nimble Storage, Inc. Nimble Storage, CASL, InfoSight, SmartStack, and NimbleConnect are trademarks or registered
trademarks of Nimble Storage. All other trade names are the property of their respective owners. RA-SMTK-BCA-0813

39


mailto:info@nimblestorage.com

	Preface About This Reference Architecture Guide
	Chapter 1 Availability
	Chapter 2 Performance Optimization
	Chapter 3 Data Protection
	Chapter 4 Operational Management
	Appendix A: Build of Materials (B.O.M)
	Appendix B: Validation for 500-User Business Critical Applications Environment

